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The aim of this project is to develop an AI powered text

summarization application including the abstraction and extractive

summarization model. This app will allow users to enter raw text,

upload document and select what type of summarization he/she

wants.

Literature Review Topic Summary

Feature Engineering Methods Techniques such as TF-IDF, TF-ISF, title/headline relevance, 

cues, position, similarity, sentence length, proximity, and 

proper nouns are utilized for summarization.

Techniques to Measure Model 

Effectiveness

Evaluation methods include ROUGE (ROUGE-1, ROUGE-2, 

ROUGE-L), BLEU, BERTScore, MoverScore, Pyramid Method, 

user-based, document-based, semantic similarity, diversity 

and coverage metrics, and human evaluation for readability 

and coherence.

Extractive Summarization Model Extracts or copies parts from the original text based on scores 

computed using statistical or linguistic features.

Abstractive Summarization Model Rephrases the original text to generate new phrases, 

requiring advanced machine learning and NLP techniques.

Evaluation Metrics ROUGE, BLEU, BERTScore, MoverScore, Pyramid Method, 

user-based, document-based, semantic similarity, diversity 

and coverage metrics, human evaluation for coherence, 

readability, and inter-annotator agreement.

Future Work

1. Multi-document summarization capability can be 
added.
2. A mobile application can be developed based on the 
developed models in the project.
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